Guidance for the New
Global Dialogue on Al
Governance

Creating a Relevant, Inclusive, and Action-
Orientated Process

Center on International Cooperation
New York University

Thibault Camelli
Program Officer, Defending and Promoting Multilateralism
Joris de Mooij

Program Associate, Defending and Promoting Multilateralism

January 2026

Centeron
International
Cooperation

EANYU ARTS & SCIENCE



Table of Contents

Executive Summary 3
Introduction 6
1. Why the UN Must Lead on Global Al Governance 8
2. What Substantive Agenda Could the Global Dialogue Have 12
3. How to Structure an Inclusive and Action-Orientated Process 20
Conclusion 26
Endnotes 27
Acknowledgments

This paper was made possible through the generous support of the Kingdom of
Norway. The authors also thank Betty N. Wainaina, Fernando Marani, and Nathan
Edwards for their inputs and support of this paper. Editorial support was provided
by Symphony Chau and Thibault Chareton.

About the Center on International Cooperation (CIC)

The Center on International Cooperation (CIC) is a nonprofit research center
housed at New York University. For three decades, CIC has been a leader in applied
policy that links politics, security, justice, development, and humanitarian issues.
CIC's mission is to strengthen cooperative approaches among national
governments, international organizations, and the wider policy community to
prevent crises and advance peace, justice, and inclusion. Learn more at cic.nyu.edu
and @nyucCIC.

© New York University Center on International Cooperation, All Rights Reserved,
2026

cic.nyu.edu Global Dialogue on Al Governance January 2026 2


http://cic.nyu.edu/
http://cic.nyu.edu/

Executive Summary

This brief proposes an integrated, sequenced, United Nations (UN)-anchored,
roadmap for the new Annual Global Dialogue on Al Governance.' Its purpose is to
help identify the key priorities the Global Dialogue needs to address, translate them
into actionable design by outlining the contours of a Global Al Governance
Roadmap (thereafter known as the “Roadmap”), and design the process required to
deliver it. In doing so, the brief aims for two goals: (1) structure a multistakeholder
process that is practical, transparent, and predictable; and (2) support
implementation of the Pact for the Future and the Global Digital Compact.

The Global Dialogue begins at a moment when artificial intelligence (Al)
governance efforts are multiplying nationally, while global and regional
coordination remains limited and uneven. Capabilities (compute,” data, and talent)
are heavily concentrated, while regulatory, technical, and corporate initiatives have
multiplied with little coordination. This fragmentation produces three main
challenges: (1) the risk that Al benefits remain unequally distributed; (2) the political
question of who controls the infrastructure on which Al depends; and (3) the
emergence of incompatible regulatory models that increase uncertainty and erode
trust. The mandate of the Global Dialogue is to convert this landscape into a
coherent governance architecture.

A Global Al Governance Roadmap provides the most realistic way to achieve this.
Rather than adding another declaration of principles, the Roadmap would unify
dispersed initiatives into a single, structured framework instrument with annexes
that governments can negotiate and implement.

Its substantive architecture rests on three pillars. First, it would manage Al risks by
establishing shared scientific capacity and a common framework for frontier-model
evaluation. Second, it would distribute Al rewards by linking governance to
equitable access, technical capability, and meaningful participation across regions.
Third, it would align Al rules by improving interoperability among diverse
regulatory systems while preserving national sovereignty.
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Across these pillars, the Roadmap would deliver six outcomes that respond directly
to the priority gaps identified by member states:

A Global Frontier Al Evaluation Framework

A Declaration on Al and Information Integrity
An Al Capacity and Access Framework
Responsible Public-Sector Al Guidelines

A Regulatory Interoperability Mechanism

An Institutional Coherence Options Paper

IR NI SRS

Delivering these outcomes requires a multi-year process that matches the
ambition, spanning across the first two Global Dialogues. Admittedly, the first
Global Dialogue will play a crucial role in shaping expectations, confidence, and
political momentum. Scheduled back-to-back with the Al for Good Summit in July
2026, the first Global Dialogue will set the tone, scope, and ambition of the overall
process. It cannot be reduced to two days of scripted national statements in
plenary format. Driven from this context in mind, this brief includes specific
recommendations to design the first Global Dialogue—on substance, scope, and
format—with the aim of structuring the agenda and testing key assumptions. The
period until the second Global Dialogue, scheduled for May 2027, could be used to
deepen deliberations, consolidate areas of convergence, and prepare more
structured inputs toward the Roadmap.

Participation could be broadened through regional consultations, open written
submissions, hybrid formats, and explicit balance targets so that the Global
Dialogue reflects not only those who build Al, but also those it governs.

The central message is straightforward: the credibility of the multi-year Global
Dialogue process will depend on getting the first Dialogue right. A clear path
forward means it is institutionally grounded, substantively coherent, and
procedurally robust. The Global Dialogue could structure its work with the ambition
to deliver a Global Al Governance Roadmap—to move the system from
fragmentation to execution, and to embed global Al governance within an
inclusive and scientifically informed multilateral framework.
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Figure 1: Proposed Structure of the Global Al Governance Roadmap

OUTCOME

ROADMAP DELIVERABLE (Annexes)

Pillar I: Managing Al risks

Outcome 1: Shared
scientific and safety
capacity for frontier
models.

Annex I: Global Frontier Al Evaluation Framework

A common testing and evaluation framework co-developed with 1ISP-
Al and regulators; shared risk categories; disclosure thresholds;
baseline transparency requirements.

Outcome 2: Ethical and
democratic safeguards for
information ecosystems.

Annex Il: Declaration on Al and Information Integrity

A negotiated declaration establishing expectations for content
authenticity, electoral safeguards, platform obligations, and human
oversight in communicative environments.

Pillar II: Distributing Al rewards

Outcome 3: Equitable
access to compute, data,
skills, and innovation
capacity.

Annex llI: Al Infrastructure Access Framework

A global framework linking regional capacity hubs, shared compute
access, multilingual datasets, and a voluntary trust fund or credit
mechanism.

Outcome 4: Responsible
and accountable Al in
public administration.

Annex IV: Responsible Public-Sector Al Guidelines

A set of minimum operational standards for procurement,
transparency, auditability, and human oversight in government Al
systems, including for private contractors.

Pillar IlI: Aligning Al rules

Outcome 5: Reduced
regulatory fragmentation
and improved baseline
coherence.

Annex V: Regulatory Interoperability Mechanism

A mechanism defining minimum global documentation and disclosure
baselines; templates for mutual recognition; and a UN facilitation
platform.

Outcome 6: A coherent
global institutional
architecture for Al

Annex VI Institutional Coherence Options Paper

A mapping of existing bodies and three coordination models (council,
inter-agency mechanism, observatory) with functions, reporting lines,

governance. and options for long-term architecture.
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Introduction

On October 31, 2025, the President of the General Assembly appointed

H.E. Ms. Egriselda Lépez, Permanent Representative of El Salvador to the United
Nations, and H.E. Mr. Rein Tammsaar, Permanent Representative of Estonia to the
United Nations, as Co-Chairs of the First Global Dialogue on Artificial Intelligence
Governance.®? The Inaugural Global Dialogue will be held back-to-back along the
margins of the 2026 Artificial Intelligence for Good Global Summit* organized by
the International Telecommunication Union (ITU) in Geneva in July 2026.

The Global Dialogue on Al Governance is a universal UN initiative established by
Resolution A/RES/79/325 to coordinate international Al policy and foster
interoperability between governance regimes. Designed as a hon-negotiating
format, it serves as an informal space for governments, industry, civil society,
academia, and scientists to exchange best practices and review evidence-based
reports from an independent scientific panel rather than drafting binding treaties.
This multistakeholder platform operates annually for two days in the margin of
existing summits.

The Global Dialogue on Al Governance comes at a decisive moment: artificial
intelligence is reshaping global security, development, and knowledge systems
faster than governance arrangements can adapt. As of November 2025, 2,220 Al-
governance initiatives® exist world-wide but key questions of oversight, equity, and
institutional capacity remain unresolved; in the meantime, 118 countries remain
excluded® from existing international Al-governance initiatives, underscoring the
scale of the global coordination gap. The absence of national initiatives in many
countries, together with the fragmentation of those that exist, risks deepening
inequality, eroding trust, and undermining collective legitimacy.” The Global
Dialogue was established to provide an inclusive space for all stakeholders to
discuss these issues.
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Notably, no new regular budget resources were allocated by the UN to support its
function, making the process reliant on voluntary contributions and existing
organizational support. In this context, CIC aims to provide thinking that would
help inform the Global Dialogue in the early framing of its mandate, and help
member states and other stakeholders steer a task that is both substantive
(developing a Global Al Governance Roadmap) and procedural (designing an
inclusive, credible method of deliberation). For that reason, this paper:

1. Provides framing and highlights why the Global Dialogue offers an
opportunity to improve global governance of Al.

2. Proposes a substantive agenda to build a Global Al Governance Roadmap
around three clusters of shared priorities: managing Al risks, distributing its
rewards equitably, and aligning its governance rules.

3. Offers process recommendations on participation, sequencing, and design
to ensure that each Global Dialogue remains relevant, inclusive, and action
orientated.
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1. Why the UN Must Lead on Global
Al Governance

1.1. Global Challenges of an Emerging Technology

Beyond the technology debates, artificial intelligence is a multilateral governance
stress test.® It concentrates capabilities (compute, data, and talent) in a few states
and firms, but diffuses consequences across borders. According to the 2025
Annual Al Governance Report of the International Telecommunication Union (ITU),°
“Steering the Future of Al,” the United States, China, and the European Union (EU)
account for over half of the world’s most powerful data centers. American and
Chinese companies operate more than 90 percent of the data centers used globally
by other organizations for Al work. India has at least five computing hubs and
Japan at least four, while more than 150 countries (and Africa and South America as
a whole) have none at all.

Governance of Al is about global power architecture:® who sets the rules, who
coordinates, who benefits. Left to club arrangements or market coordination, rules
would reflect power dynamics among the narrow pool of Al actors rather than
democratic legitimacy. As such, the need for global governance is undeniable, and
the role of the United Nations central.

The UN'’s comparative advantage in this regard is legitimacy through inclusion
and universality. The OECD, G7, and regional bodies can move faster on technical
standards, but only the UN can convene those who regulate Al (the member states)
together with those who build and deploy it (the private companies)" and those
who represent the public interest (civil society, advocacy groups, and most affected
communities).”” With its universal membership, the UN is the only arena where
questions of sovereignty, equity, and safety can be addressed in a single forum.

The challenge for the UN is whether it can convene a political conversation that
matches Al's transnational reach and unbalanced distribution among
membership.”
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1.2. Existing UN Governance Architecture on Al

The United Nations is building a new multilateral governance architecture for Al
that consolidates several reform tracks into a coherent framework. This trajectory
was first set out in the Secretary-General's 2021 report Our Common Agenda,*
which called for strengthened global governance of emerging technologies and
laid the groundwork for subsequent institutional proposals on Al. Building on that
mandate, the Secretary-General convened the High-Level Advisory Body on
Artificial Intelligence (HLAB-AI),” in 2023 to propose global governance options. Its
final 2024 report, Governing Al for Humanity,'"® called for two institutional
innovations: an independent scientific body and a policy dialogue mechanism to
ensure inclusive, evidence-based oversight of Al systems.

These recommendations were subsequently endorsed by member states through
the Global Digital Compact,” adopted at the 2024 Summit of the Future as an
annex of the Pact for the Future. The Global Digital Compact established the
normative foundation for digital cooperation,'® linking Al governance to the
Sustainable Development Goals (SDGs),” human rights,?® and global equity. It also
explicitly mandated the creation of new UN mechanisms. On January 1, 2025, the
Office of the Secretary-General’'s Envoy on Technology transitioned to a new UN
Office for Digital and Emerging Technologies (ODET),” established as the central
hub for system-wide coordination on digital policy, including Al governance. In
August 2025, the General Assembly operationalized these mandates through
resolution 79/325,2 creating the Global Dialogue on Al Governance?® and the
Independent International Scientific Panel on Al (1ISP-Al).>4

Together, these mechanisms form the institutional backbone? of the UN's Al
governance architecture.?® The Global Dialogue provides an annual
multistakeholder forum for policy coordination and norm development, informed
by impartial, evidence-based advice on Al risks and opportunities presented by the
Scientific Panel. Building on the principles of the Global Digital Compact and the
analytical groundwork of the HLAB-AI, this new UN structure?’ seeks to close the
current global governance gap by embedding Al oversight within an inclusive,
science-based, and rights-anchored multilateral framework—with formal space for
states, expert communities, civil society and the private sector to contribute.

This endeavor is about stitching together fragmented national, regional, and
private-sector efforts into a coherent governance architecture that both states and
public opinion can regard as fair.
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1.3. Stakes for the Global Dialogue on Al Governance

The Global Dialogue on Al Governance should connect Al risks, rewards, and rules
into one agenda. That means: treating safety as a shared scientific project rather
than a private assurance exercise (risks); linking governance to equitable access so
capacity is not an afterthought (rewards); and building interoperability among
regulatory models without forcing uniformity (rules).

Because the vast majority of frontier capabilities, data, and compute are controlled
by a small number of technology companies, each of these pillars depends on
structured engagement with the private sector: technology companies need a seat
at the table as active stakeholders, not bystanders offering voluntary disclosure.

The centrality of private actors also reshapes the political context in which the
Global Dialogue will operate. As a result, it is not just a normative exercise but also a
barometer of shifting global power dynamics.®

e On the one hand, for major powers, the Global Dialogue will likely be a
battle of soft-institutional dominance over standards and institutions.
To maintain a constructive negotiating environment, it must avoid
drifting into a techno-sovereignty debate® that would harden blocs
and distract from the shared governance challenges it is meant to
address. This risk is amplified by the fact that private companies (often
headquartered in major powers) hold disproportionate control over
frontier systems, creating an overlap between corporate power and
geopolitical leverage.

e On the other hand, for smaller states and non-state actors, the Global
Dialogue offers both a chance to shape norms, but also a risk of
marginalization if processes entrench existing power dynamics.*
Without explicit mechanisms to ensure that corporate actors are
transparently accountable to the broader membership, smaller states
may find themselves negotiating not only with other governments, but
with firms whose technical advantages translate into political influence.

The Global Dialogue needs to demonstrate the UN’s ability to mediate both
technical complexity and geopolitical competition. As a formally mandated
multistakeholder platform, it brings together governments, multilateral
institutions, civil society, the scientific community, and the private sector.* Its
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success will therefore depend on the realism of the mechanisms it embeds:
inclusive participation, balance of power, accountability, transparency.*

This policy brief translates that stance into concrete recommendations for the
Global Dialogue. Part 2 proposes the three substantive priorities or “pillars” the
Global Dialogue could adopt: managing risks, distributing rewards, and aligning
rules. Part 3 sets out a participation and process design that can carry those
priorities to tangible and practical delivery: sequencing, roles, and outputs that are
feasible for member states and legible to the wider public.

1.4. Case for a Global Al Governance Roadmap

The proliferation of Al governance frameworks across states, regions, private actors
and technical bodies has produced a fragmented landscape with no common
framework for coordination. Fragmented governance arrangements are often ill-
equipped to address global problems. Three structural issues stand out for Al
governance:

e First, without shared commitments,* there is no guarantee that Al's benefits
will be distributed equitably across regions rather than reinforcing existing
inequalities.

e Second, the concentration of compute, data, and technical capacity in a
handful of firms and jurisdictions may lead to a damaging race to the
bottom,** further marginalizing small actors and creating uncertainty for the
private sector. This ultimately may create tension about who controls the
infrastructure on which Al depends.

e Third, divergent national and regional regulatory approaches risk hardening
into a patchwork® that negatively affects both consumers and producers of
Al, increases compliance costs, creates loopholes, and erodes public trust.

In the past, complex governance domains such as climate change, migration, and
health (pandemic preparedness)®*® advanced only when scattered initiatives were
brought together into a single agreement framework with annexes. The Global
Dialogue therefore needs to develop a structured instrument that can consolidate
dispersed efforts for Al governance: a Global Al Governance Roadmap offers a way
to set common expectations for inclusion, resources and regulatory baselines, and
provides the substantive framework developed in the next section.
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2. What Substantive Agenda Could
the Global Dialogue Have

The Global Dialogue now needs to determine the substantive content of the Global
Al Governance Roadmap. The purpose of this section is to guide the member states
in shaping its content. It organizes the substance of global Al governance around
three pillars: managing risks (1), distributing rewards (2), and aligning rules (3).

This section also details the specific modalities through which those pillars can be
made operational.*” The Global Al Governance Roadmap could be designed to

deliver six concrete outcomes, responding directly to the priority gaps identified by
member states:

1. Outcome 1is a shared scientific and safety capacity for frontier Al models,
supported through a Global Frontier Al Evaluation Framework (Annex I).

2. Outcome 2 is a set of ethical and democratic safeguards for information
ecosystems, through a Declaration on Al and Information Integrity (Annex Il).

3. Outcome 3 is equitable access to compute, data, skills, and innovation
capacity across regions, by an Al Capacity and Access Framework (Annex lll).

4. Outcome 4 is responsible and accountable use of Al in public administration,
structured through Responsible Public-Sector Al Guidelines (Annex V).

5. Outcome 5 is reduced regulatory fragmentation and improved baseline
coherence through a Regulatory Interoperability Mechanism (Annex V)

6. Outcome 6 is a coherent global institutional architecture for Al governance,
shaped through an Institutional Coherence Options Paper (Annex VI).

Taken together, these six outcomes provide a coherent template for consolidating
dispersed governance efforts into an integrated, implementable multilateral
structure, the backbone of a first-generation global governance framework for
artificial intelligence.
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2.1. Pillar I: Turning Al Risks into a Collective
Governance Framework

2.11. Strengthening Safety and Global Scientific Capacity

Al safety has become a collective-action challenge. Frontier models evolve faster
than national or intergovernmental oversight systems, while safety evaluations
remain partial and uneven.*® Some jurisdictions (notably the European Union)**®
have introduced binding testing requirements for high-risk*® and general-purpose
Al systems. In contrast, the United States* relies on executive orders, voluntary
corporate disclosures,*? or nonbinding guidance.”®* Many states have no safety-
testing infrastructure at all. In this fragmented environment, there is no global
mechanism to assess cross-border risks, share scientific evidence, or provide
credible public guidance on safety thresholds. Without a shared backbone, cross-
border risks cannot be addressed.

The Bletchley Declaration,** concluding the 2023 Al Safety Summit, affirmed that
frontier systems require shared scientific evaluation, transparent testing, risk-based
categorization, and internationally coordinated research to understand emerging
capabilities. It represents an initial but incomplete attempt to build that capacity.
The Independent International Scientific Panel on Artificial Intelligence (IISP-AI)*
provides the foundation to extend this scientific logic into multilateral practice and
close this coordination gap. As an impartial knowledge body, composed of leading
experts in computer science, ethics, and policy from all regions, the Panel collects
and validates safety data, defines evaluation protocols, and recommends
benchmarks for responsible model development and deployment. Its findings
could form the scientific basis of the Roadmap. Private-sector participation is
essential at this stage, as access to model-level information and safety data
depends on cooperation from the entities developing frontier systems.

The Roadmap’s safety pillar could therefore include a Global Frontier Al Evaluation
Framework (Annex I), co-developed with the IISP-Al and relevant national
regulators to anchor safety in shared scientific capacity. The Framework will
operationalize and consolidate the technical work already undertaken by IISP-AI,
ITU, national regulators—building on existing initiatives (e.g., G7 Hiroshima Process
on Al Governance)“® into a shared political and procedural envelope.
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2.1.2. Safeguarding Information Integrity

Al systems increasingly mediate public communication (from elections to civic
debates) under opaque and privately governed algorithms. This de facto
delegation creates an accountability vacuum: these systems are designed to
optimize engagement or virality, but they can amplify falsehoods, marginalize
minority voices, and erode confidence in institutions.

Multilateral initiatives have begun to address these challenges, signaling growing
international concern over Al's impact on democratic discourse. The 2025 Joint
Declaration on Al, Freedom of Expression,*” the 2024 UNESCO Artificial Intelligence
and Democracy report,*® and related UN and regional processes all highlight the
absence of consistent safeguards for transparency, political commmunication, and
algorithmic accountability. However, these efforts remain largely declaratory and
fragmented, relying on voluntary commitments and soft guidance that stop short
of establishing enforceable obligations for platforms operating as de facto public
information infrastructure.

Given that key information ecosystems are privately operated, addressing mis- and
disinformation“® requires a shift from voluntary ethics codes toward codified norms.
Safeguards for content authenticity and political commmunication would protect
public information spaces, with clear enforceable expectations for platform
responsibilities.

Protecting information integrity also requires mechanisms that make rights
enforceable, including access to justice*™®. When Al systems distort public
debate, manipulate political communication, or harm the information space,
individuals and communities need clear pathways to contest decisions and
obtain remedies. Justice actors, regulators and human-rights institutions
would therefore be part of the Global Dialogue to ensure that safeguards for
information integrity can be implemented and enforced at national level.

The Global Dialogue must protect the integrity of public information ecosystems:
align Al with democratic values,® protect users’ rights, and salvage their trust in
political institutions, and, with it, in democracy itself.>> The Roadmap could
incorporate a Declaration on Al and Information Integrity (Annex Il).

Annex |l translates ethical commitments into actionable multilateral norms and
anchors the Roadmap in human rights law.*® It would consolidate, harmonize, and
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codify existing guidance from UNESCO and the Joint Declaration into
intergovernmentally negotiated, enforceable expectations for platforms and states.
It would also establish enforceable expectations® for:

e Content authenticity and provenance, establishing common expectations for
watermarking and transparency of synthetic media.

e Political communication and electoral integrity, defining obligations for
platforms and states during election periods.

e Human oversight and accountability, affirming that ultimate responsibility
for communicative decisions lies with humans, not algorithms.

2.2. Pillar II: Harnessing Al Rewards For Equitable and
Accountable Governance

2.2.1. Promoting Inclusion and Equitable Access to Al
Infrastructure

Al is deepening existing inequalities® and risks widening the digital gap rather
than closing it. Al development is concentrated primarily in North America,*®
Western Europe, and East Asia, where a handful of private firms control model
design, infrastructure, and investment.’” Access to Al capabilities is more diffuse
but stratified: while open-source models and cloud-based services widen reach,
effective use still depends on broadband connectivity, data literacy, and
institutional capacity, which remain uneven across and within regions.*®
Distribution of Al's benefits, including productivity gains and social applications,
follows the same structural asymmetries.*®

The Global Dialogue could address this asymmetry as an equity and legitimacy
question.®® Member states, especially in the Global South, consistently emphasize
Al infrastructure (compute, connectivity, and cloud access) as a core component of
equitable participation. For that reason, resolution 78/311° directly mandates
international cooperation on Al capacity-building, making it an ideal normative
anchor. The 2025 Paris Al Action Summit®? reinforced this priority, reiterating that
equity must be treated as a governance requirement and calling for inclusive and
sustainable access to Al infrastructure.
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The Roadmap could therefore include an Al Infrastructure Access Framework
(Annex Ill). Annex Il would be the implementation mechanism for Global Digital
Compact® Objectives 1 and 2 (closing digital divides and expanding inclusion®* in
the digital economy) supported by a voluntary trust fund,®® building on the
proposals laid out in the Secretary-General's report 79/966.5¢

In practical terms, this means financing regional Al infrastructure; supporting
access to computing infrastructure for research and testing; providing pathways
for generative Al use in low-bandwidth environments, for example via SMS or other
offline-capable tools;*” engaging with private providers of compute and cloud
infrastructure to ensure that capacity-building measures are practically viable; and
creating open, multilingual datasets for public-interest applications. Together,
these measures would strengthen scientific and technical sovereignty,®® and
demonstrate that global governance of Al can deliver tangible redistribution.®®

2.2.2. Ensuring Responsible Al in Public Governance

Public administrations’ are rapidly adopting Al, from welfare eligibility systems to
predictive policing” and judicial analytics. Yet, governance is uneven. The OECD's
2025 survey” of more than 200 public-sector Al use cases found fragmented
oversight, inconsistent accountability, and procurement processes with few ethical
or audit conditions. The UN system itself illustrates both the promise and the risks
of public-sector Al. On the one hand, Al is increasingly used across agencies for
humanitarian targeting, document processing, translation, and early-warning
systems.” On the other hand, however, there are uneven risk assessment practices,
inconsistent safeguards for data protection, and limited oversight standards or
institutional audit capacity for Al tools deployed across the UN system.”*

Although principles already exist (the OECD Al Principles”™ in 2019; UNESCOQO's
Recommendation on the Ethics of Al”® in 2021; the Council of Europe’'s Framework
Convention on Al”7 in 2024; and the Global Digital Compact’® in 2024), none
provides a universal operational framework for how governments could design,
procure, or audit Al systems used in public administration. These gaps expose
citizens to risks of bias, particularly in contexts where algorithms shape public
decisions.”

The Compact could therefore include a set of Responsible Public-Sector Al
Guidelines (Annex IV). These guidelines would operationalize Objective 4 of the
Global Digital Compact® and define minimum requirements for transparency,
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accountability, independent audit, and human oversight in government Al systems.
This then would align with World Bank guidance and build on global examples
collected in the OECD Al Policy Observatory,® while establishing a common
multilateral baseline.

By starting with the public sector, the UN would signal that governments
themselves can model responsible Al use® and rebuild public trust in how
technology shapes public decision-making.®* For member states, credible
safeguards in public administration would strengthen domestic legitimacy and
reinforce the UN'’s own institutional standing at a moment of heightened scrutiny.
Because most public-sector Al systems are developed or integrated by private
contractors, the guidelines must also cover these partners and clarify minimum
accountability and audit requirements. As emerging technologies become more
central to global politics, the Global Dialogue offers a rare opportunity for the UN to
sighal competence early.

2.3. Pillar llII: Unifying Al Rules into a Coherent Global
Governance Architecture

2.3.1. Developing Interoperability and Global Standards

Al is emerging in a fragmented regulatory landscape: private platforms act as de
facto global regulators through design choices, safety practices, and market
dominance. Meanwhile, formal public regulations (such as the EU Al Act, G7
Hiroshima Process, or the OECD Principles)®* diverge sharply: each articulates
different standards, thresholds, and enforcement tools. This divergence erodes
trust, raises compliance costs, and creates uncertainty for states seeking to balance
sovereignty with market integration.®

The Roadmap could prevent the risk that interoperability becomes a battleground
among major powers to influence regulation on baseline standards. Framing
interoperability as a facilitation mechanism rather than a venue for normative
competition could help reduce that risk. Interoperability arrangements will also
need structured dialogue with industry, whose compliance architectures shape
whether global baselines are implementable.®®
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The Roadmap could therefore include a Regulatory Interoperability Mechanism
(Annex V) anchored in a UN-led facilitation role drawing on existing technical
bodies.?” The mechanism would not seek to duplicate or replace the work of
existing standard-setting bodies (such as ITU, ISO/IEC, or WIPO). Instead, it aims to
support regulatory interoperability and facilitate equivalence mapping across
national and regional Al governance frameworks. To do so, it would define a
minimum global baseline for documentation (risk classification and public
disclosure), and provide templates for mutual-recognition arrangements. The UN
would ensure inclusivity for all member states while relying on the recognized
technical expertise of standard-setting bodies, without creating new standard-
setting structures.

This approach preserves domestic regulatory autonomy and state sovereignty
because interoperability does not require uniformity.® In the meantime, it ensures
technical credibility, reduces friction, and enables coherence.

2.3.2. Ensuring Coordination of the Global Al Landscape

Al governance initiatives are proliferating across UN entities, regional bodies, and
specialized agencies, often without a common frame or coordination. For many
states (especially those with limited capacity) the result is overlapping standards
and inconsistent principles.®® Unless addressed, this institutional incoherence will
weaken legitimacy, slow implementation,®® and make it harder for governments to
navigate the expanding Al governance landscape. This requires mapping existing
bodies and identifying where coordination gaps obstruct effective governance.”

Therefore, clarifying institutional roles is a core function of the Roadmap. The
Global Dialogue cannot and should not replace existing structures like ODET,
forums such as the G20, the Global Partnership on Al, specialized agencies like
ITU, UNESCO, or technical standard-setting bodies (WIPQO, ISO). Instead, it
would identify where these institutions are best placed to lead (on standards
development, sectoral applications, intellectual property, or capacity-building)
and define how a UN-anchored Roadmap can provide a common political
frame within which their work remains coherent and mutually reinforcing.

The Roadmap could therefore include an Institutional Coherence Options Paper
(Annex VI). The Paper, prepared by the Secretary-General, would map existing
mechanisms, identify coordination gaps, and present models for an integrated
governance architecture (such as an Al Governance Council, an inter-agency
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coordination mechanism, or a global observatory). Over time, this shared mapping
may provide a foundation for member states to consider options for streamlining
or clarifying institutional roles, should they wish to pursue such discussions.
Reviewing the coherence of the overall Al governance architecture provides a
roadmap for long-term institutional organization beyond the Roadmap, reducing
duplication and strengthening accountability.

Some resistance may come from actors invested in existing initiatives (such as the
G7 Hiroshima Process and other summit-led initiatives) who may perceive UN
coordination as competing with their own platforms; the Roadmap would address
this by positioning coherence as complementary rather than substitutive. For
instance, tension around the UN Framework Convention on International Tax
Cooperation®? and the OECD/G20 Inclusive Framework® illustrate how parallel
processes can trigger concerns over duplication and fragmentation. Coherence
mechanisms would also include channels for structured engagement with private
actors when their systems or standards influence global governance outcomes.
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3. How to Structure an Inclusive
and Action-Orientated Process

3.1. Architecture of the Multi-year Dialogue Process

3.1.1. Sequencing and Design

Global dialogues often fail when substance and structure diverge, overproducing
principles without political buy-in or actionable follow-through. To prevent that risk
the Global Dialogue must build a process that mirrors the governance values the
Roadmap seeks to promote: a practical, transparent, predictable process, while
maintaining an inclusive and disciplined pathway from consultation to negotiation.

CIC recommends a three-phase structure over 24 months to create ownership and
engagement around a distinct set of responsibilities and outputs:

e Scoping (0-6 months): Ensure early framing and that the Global Dialogue
reflects global realities rather than pre-set agendas. Outputs could include:
o Conducting consultations to identify commmon priorities and gaps.
o Mapping of existing Al Governance initiative.
o Endorsing the Roadmap’s six annexes.

e Exploration (6-18 months): Conduct thematic roundtables based primarily
on IISP-Al submissions, in order to build substantive content in a transparent,
iterative manner. Outputs could include:

o Chair's interim report structured around the pillars and six annexes.

o Technical briefs from the IISP-Al on safety thresholds, evaluation
protocols, and compute equity.

o Written stakeholder submissions feeding into annex drafts.

e Synthesis (18-24 months): Consolidate all outputs into a coherent,
negotiated Global Al Governance Roadmap. Outputs could include a “zero
draft,” a revised “negotiating text” after regional consultations, and the final
Roadmap and its annexes submitted to the General Assembly.
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3.1.2. Institutional Structure

Because the Global Dialogue will manage both technical complexity and
geopolitical sensitivity, its scoping phase could make explicit the principles that
will shape how the process is run. These principles could be grounded in the
commitments unanimously adopted in the Global Digital Compact: inclusion,
rights-based governance, transparency, accountability, and adaptability.

Without a clear institutional backbone, inclusive processes tend to diffuse, leading
to fatigue, inconsistent participation, and unclear lines of responsibility. To prevent
that risk, the Global Dialogue needs a light but credible governance structure that
ensures continuity, supports the member states, and maintains alignment with the
Roadmap’s three pillars. Translating these commitments into operational process
principles for the Global Dialogue would set clear expectations for stakeholders and
provide a shared reference point as negotiations unfold.

Figure 2: Cross-Cutting Principles

Legitimacy through Inclusion
Participation must reflect not only
those who build Al but those
governed by it.

Interdependence and Coherence
Al governance intersects with
climate, development, and
security; coordination is
indispensable.

Ethical Foundations
Rights, dignity, and distributive
justice must guide allgovernance
outcomes.

Learning and Adaptation
Institutional reflexivity must be
built in from the start: governance
that learns from error is
governance that endures.

Transparency and Contestability
Governance processes should
remain visible, explainable, and
open to review.

CIC recommends establishing a light support Secretariat, responsible for
coordination and documentation. Scientific and technical assessment would rest
exclusively with the IISP-Al, with the Secretariat drawing on its work as needed. For
process and procedural matters, the Secretariat could be complemented by a small
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stakeholder reference group (including governments, private sector, academia, civil
society, and technical experts) to ensure transparency and balanced participation.
This structure keeps the Global Dialogue organized and connected to the wider UN
architecture without duplicating the functions of the Scientific Panel or creating
heavy institutional machinery.

3.1.3. Participation Model

Previous UN dialogues have overrepresented those who build technology rather
than those governed by it, and have often overlooked communities excluded from
its access and participation all together. This skews perspective and undermines
perceived legitimacy. To prevent that risk, the Global Dialogue must broaden
participation to reflect the diversity of states, capacities, and communities affected
by Al, and strive for geographically balanced, socio-economically inclusive, and
substantively relevant participation.

Participation modalities would reflect the Global Dialogue’s multistakeholder
mandate, ensuring structured opportunities for civil society, the private sector, and
the scientific community to contribute substantively while preserving
intergovernmental decision-making authority.

Some guiding principles in this regard could be:

e Balanced representation across regions and stakeholder groups.

e Open calls for written submissions from governments, academia, civil
society, and industry.

e Hybrid participation formats to allow small missions and technical experts to
engage substantively.

CIC recommends designing a participation model that combines:

e Virtual consultations accessible to all missions.

e Open written submissions structured around the six annexes of the
Roadmap.

e Regional workshops to refine priorities.

e Explicit balance targets for stakeholder composition.

A Global Dialogue that reflects diverse perspectives is better equipped to avoid
replicating the concentration of power that characterizes the current Al ecosystem.
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Inclusive participation strengthens the political standing of the Global Al
Governance Roadmap and facilitates its long-term implementation. To preserve
legitimacy while ensuring relevance, stakeholder contributions could be formally
integrated at each stage (scoping, exploration, synthesis). This channeling
mechanism ensures that expertise informs the Global Al Governance Roadmap
while retaining full intergovernmental control over negotiated outcomes.

3.2. Recommendations for the First Global Dialogue in
2026

The first Global Dialogue offers an opportunity to combine ambition with
pragmatism. With the meeting scheduled in six months, there is little time to
waste: the process needs to be purposeful from the outset and focused on
deliverables rather than process for its own sake. It could be designed as an
inclusive, transparent, and predictable process for shaping a Global Al Governance
Roadmap. In this context, CIC recommends that member states consider the
following guidance on substance, scope, and format when shaping the first
Global Dialogue.

3.2.1. Substance: structuring a meaningful discussion

On substance, the first instance of the Global Dialogue would be designed as a
genuinely substantive exchange, structured around the three pillars of risks,
rewards, and rules. The process would focus this period on convergence around the
Roadmap’s structure: agreeing on the three pillars, confirming the six proposed
annexes, and consolidating baseline inputs. This would provide delegations with a
shared analytical frame, enabling informed engagement on trade-offs, priorities,
and sequencing during the Dialogue itself.

During the Global Dialogue itself, the Co-Chairs can secure political alignment on
these elements and identify where further drafting is required. Substantive
negotiation of annexes would then take place in the subsequent cycle. This
sequencing keeps ambition aligned with constraints and ensures that the Global
Dialogue produces a coherent pathway toward a full Roadmap.
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A successful Global Dialogue requires ambition calibrated to feasibility. With only
six months of preparation and wide variation in delegation capacity, the First Global
Dialogue could lay out the architecture of the Global Al Governance Roadmap. This
draft would set out the Roadmap’s scope, principles, and structure, outline the six
annexes, and define the institutional roles and next steps for deeper drafting. It
provides direction without imposing a negotiation burden that many missions
cannot absorb.

3.2.2. Multistakeholder engagement: broadly inclusive while
intergovernmentally driven

On inclusivity, the process could enable engagement by every delegation while
remaining firmly intergovernmentally driven. The annexes themselves could be
developed in phases. During the first cycle, rapporteurs and expert submissions
could prepare technical notes that map options and identify areas of convergence,
leaving full drafting to subsequent cycles.

Multistakeholder engagement—including civil society, academia, and the private
sector—could be structured to provide clear added value, rather than treated as a
procedural “tick-the-box" exercise. These actors can contribute empirical evidence
on societal impacts, technical insight into Al system design and deployment, and
practical experience with risk mitigation and governance tools. Framed in this way,
multistakeholder inputs strengthen intergovernmental deliberation without
diluting member state ownership of outcomes. This approach preserves inclusivity
and ensures that the process reflects the capacity constraints of small missions
while generating substantive material.

3.2.3. Format: moving beyond scripted statements

The minimum viable Roadmap emerging from this Global Dialogue could therefore
consist of a concise chapeau, commitments across the three pillars, and six
annexes presented as frameworks rather than binding obligations, supported by a
light successor mechanism to carry the work forward. Achieving this outcome wiill
depend in part on the format of the Global Dialogue itself.

The Dialogue cannot consist of two days of scripted national statements,
particularly if held back-to-back with the Al for Good Summit. Such a format would
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otherwise risk reproducing well-established national positions without generating
new political clarity or collective learning. This risk is heightened by the timing of
the Dialogue: while Al for Good is designed to inspire and showcase what is
possible, the role of the Global Dialogue is to subject these aspirations to political,
institutional, and governance reality.

Instead, the format could be deliberately thought-provoking, shifting from
statement-based interventions to interactive and problem-driven exchanges, and
explicitly leveraging the fact that nothing is being negotiated to create a setting
where exploration, questioning, and political candor are legitimate. In practical
terms, this could involve structuring sessions around a small number of
governance questions per pillar, with short, time-bound interventions and
moderated exchanges aimed at identifying areas of convergence, divergence, and
follow-up work. This structure would allow member states to engage directly with
trade-offs and constraints, in a setting deliberately designed to support exploration
over position-taking, and to surface early where convergence may be feasible.

Framing feasibility explicitly in this way helps maintain ambition while ensuring
that the Global Dialogue delivers a concrete and politically credible foundation for
global Al governance. The format of the First Dialogue itself could help translate
this ambition into realistic and actionable outcomes, where it:

Protects small missions.

Reassures major powers that the process is manageable.

Creates space for meaningful multistakeholder contribution.

Provides a realistic path for turning broad political ambition into a structured
global instrument grounded in the UN’s comparative strengths of inclusion

and coherence.
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Conclusion

In the months leading to the first convening of the Global Dialogue on Al
Governance, expectations are high: the current landscape is fragmented, the
governance gaps are widening, and member states will look to the Global Dialogue
for direction and coherence. While the Global Dialogue is conceived as a multi-year
process, the first meeting will carry crucial weight in shaping confidence, political
momentum, and expectations about what the process can realistically deliver. This
period is therefore an opportunity for the member states and Co-Chairs to shape
the agenda early, build convergence around priorities, and establish a credible
process that reflects the ambition of the Pact for the Future and the Global Digital
Compact.

This brief provides a roadmap to support that work. It sets out the rationale for UN
leadership on Al governance; proposes a structured substantive agenda built
around three pillars: managing risks, distributing rewards, and aligning rules; and
outlines a process and participation design that is inclusive, sequenced, and
feasible for governments and stakeholders. In particular, it offers concrete
guidance for the design of the first Global Dialogue (substance, scope, and format)
while situating that initial convening within a longer-term, phased process. Taken
together, these elements offer a coherent path from mandate to implementation.

At the core of this roadmap is the development of a Global Al Governance
Roadmap. Such a roadmap allows dispersed initiatives to be consolidated into a
single, structured instrument with annexes, and offers a structure through which
safety, equity, and interoperability can be advanced together over time. If the first
Global Dialogue succeeds in articulating a clear Roadmap architecture, it can
anchor the multi-year process that follows and give the UN a credible, actionable
role in shaping the global governance of Al at a formative moment.

cic.nyu.edu Global Dialogue on Al Governance January 2026 26


http://cic.nyu.edu/

Endnotes

T United Nations General Assembly, “Terms of Reference and Modalities for the Establishment and Functioning of
the Independent International Scientific Panel on Artificial Intelligence and the Global Dialogue on Artificial
Intelligence Governance,” A/RES/79/395, op. 5. New York: United Nations, 2025. accessed January 20, 2026,
https://docs.un.org/en/A/RES/79/395.

2 Webpage, “Al compute,” OECD, n.d., https://www.oecd.org/en/topics/sub-issues/ai-compute.html.

3 United Nations General Assembly, “Letter from the President of the General Assembly on Appointment of Co-
Chairs, Global Dialogue on Artificial Intelligence Governance,” October 31, 2025, accessed January 20, 2026,
https://www.un.org/pga/80/2025/10/31/letter-from-the-president-of-the-general-assembly-on-appointment-of-co-
chairs-global-dialogue-on-artificial-intelligence-governance.

4 Webpage, “Al for Good Global Summit 2026," International Telecommunication Union, 2026, accessed January
20, 2026, https://aiforgood.itu.int/summit26.

5The OECD Al Policy Navigator is a central resource for tracking public Al policies. Webpage, “Al Policy Initiatives
Dashboard,” Organisation for Economic Co-operation and Development (OECD), accessed January 20, 2026,
https://oecd.ai/en/dashboards/policy-initiatives?orderBy=startYearDesc&page=1.

¢ Trax Technologies, “UN Launches Global Al Governance Framework as 118 Countries Remain Excluded from
Existing Initiatives,” TraxTech, October 17, 2025, accessed January 20, 2026. www.traxtech.com/ai-in-supply-
chain/un-launches-global-ai-governance-framework-as-118-countries-remain-excluded-from-existing-initiatives.
This publication references the report, “Governing Al for Humanity,” dated September 2024, which only accounts
for inter-regional initiatives.

7 David Leslie et al., “Future Shock: Generative Al and the International Al Policy and Governance Crisis,” Harvard
Data Science Review Special Issue 5 (2024): accessed January 20, 2026. https://doi.org/10.1162/99608f92.88b4cc98.

8 Alex Krasodomski (ed.) Artificial Intelligence and the Challenge for Global Governance: Nine Essays on Achieving
Responsible Al (London: Chatham House, Royal Institute of International Affairs, June 7, 2024), accessed January
20, 2026. www.chathamhouse.org/2024/06/artificial-intelligence-and-challenge-global-governance.

2 International Telecommmunication Union, “The Annual Al Governance Report 2025: Steering the Future of Al,” ITU,
2025, accessed January 20, 2026. www.itu.int/epublications/en/publication/the-annual-ai-governance-report-2025-
steering-the-future-of-ai/en.

10 Jonas Tallberg et al, “The Global Governance of Artificial Intelligence: Next Steps for Empirical and Normative
Research,” International Studies Review 25, no. 3 (September 2023): accessed January 20, 2026.
https://doi.org/10.1093/isr/viad040.

" Kevin Frazier, “The Case for Private Al Governance,” The Regulatory Review, August 26, 2025, accessed January 20,
2026, https://www.theregreview.org/2025/08/26/frazier-the-case-for-private-ai-governance/. For the inclusion of
private corporations, Al governance could draw inspiration from the Global action for sustainable Development.
See: United Nations. "UN Global Compact," accessed January 20, 2026, https://www.unglobalcompact.org/.

12 Constance Bommelaer de Leusse, Pierre Noro, “Civil Society: The Necessary Counterpower in Al Governance,”
Tech Policy Press, July 9, 2023, accessed January 20, 2026, https://techpolicy.press/civil-society-the-necessary-
counterpower-in-ai-governance.

13 Stefka Schmid et al., “Arms Race or Innovation Race? Geopolitical Al Development,” Geopolitics 30, no. 4 (2025):
1907-1936, accessed January 20, 2026, https://doi.org/10.1080/14650045.2025.2456019.

cic.nyu.edu Global Dialogue on Al Governance January 2026 27


http://cic.nyu.edu/
https://docs.un.org/en/A/RES/79/395
https://www.oecd.org/en/topics/sub-issues/ai-compute.html
https://www.un.org/pga/80/2025/10/31/letter-from-the-president-of-the-general-assembly-on-appointment-of-co-chairs-global-dialogue-on-artificial-intelligence-governance/
https://www.un.org/pga/80/2025/10/31/letter-from-the-president-of-the-general-assembly-on-appointment-of-co-chairs-global-dialogue-on-artificial-intelligence-governance/
https://www.un.org/pga/80/2025/10/31/letter-from-the-president-of-the-general-assembly-on-appointment-of-co-chairs-global-dialogue-on-artificial-intelligence-governance/
https://www.un.org/pga/80/2025/10/31/letter-from-the-president-of-the-general-assembly-on-appointment-of-co-chairs-global-dialogue-on-artificial-intelligence-governance/
https://aiforgood.itu.int/summit26/
https://oecd.ai/en/dashboards/policy-initiatives?orderBy=startYearDesc&page=1
https://oecd.ai/en/dashboards/policy-initiatives?orderBy=startYearDesc&page=1
https://oecd.ai/en/dashboards/policy-initiatives?orderBy=startYearDesc&page=1
https://www.traxtech.com/ai-in-supply-chain/un-launches-global-ai-governance-framework-as-118-countries-remain-excluded-from-existing-initiatives
https://www.traxtech.com/ai-in-supply-chain/un-launches-global-ai-governance-framework-as-118-countries-remain-excluded-from-existing-initiatives
https://doi.org/10.1162/99608f92.88b4cc98
https://doi.org/10.1162/99608f92.88b4cc98
https://www.chathamhouse.org/2024/06/artificial-intelligence-and-challenge-global-governance
https://www.chathamhouse.org/2024/06/artificial-intelligence-and-challenge-global-governance
https://www.itu.int/epublications/en/publication/the-annual-ai-governance-report-2025-steering-the-future-of-ai/en
https://www.itu.int/epublications/en/publication/the-annual-ai-governance-report-2025-steering-the-future-of-ai/en
https://www.itu.int/epublications/en/publication/the-annual-ai-governance-report-2025-steering-the-future-of-ai/en
https://www.itu.int/epublications/en/publication/the-annual-ai-governance-report-2025-steering-the-future-of-ai/en
https://www.itu.int/epublications/en/publication/the-annual-ai-governance-report-2025-steering-the-future-of-ai/en
https://doi.org/10.1093/isr/viad040
https://doi.org/10.1093/isr/viad040
https://doi.org/10.1093/isr/viad040
https://www.theregreview.org/2025/08/26/frazier-the-case-for-private-ai-governance/
https://www.theregreview.org/2025/08/26/frazier-the-case-for-private-ai-governance/
https://www.unglobalcompact.org/
https://www.unglobalcompact.org/
https://www.theregreview.org/2025/08/26/frazier-the-case-for-private-ai-governance/
https://techpolicy.press/civil-society-the-necessary-counterpower-in-ai-governance
https://techpolicy.press/civil-society-the-necessary-counterpower-in-ai-governance
https://techpolicy.press/civil-society-the-necessary-counterpower-in-ai-governance
https://www.theregreview.org/2025/08/26/frazier-the-case-for-private-ai-governance/
https://doi.org/10.1080/14650045.2025.2456019
https://doi.org/10.1080/14650045.2025.2456019
https://www.theregreview.org/2025/08/26/frazier-the-case-for-private-ai-governance/

4 Report, “Our Common Agenda: Report of the Secretary-General,” United Nations, September 2021, accessed
January 20, 2026, https://www.un.org/en/content/common-agenda-report/.

5 Webpage, “High-Level Advisory Body on Artificial Intelligence,” United Nations, accessed January 20, 2026,
https://www.un.org/en/ai-advisory-body.

6 Report, "Governing Al for Humanity: Final Report of the High-Level Advisory Body on Artificial Intelligence,"
United Nations, September 2024, accessed January 20, 2026,
https://www.un.org/sites/un2.un.org/files/governing_ai_for_humanity_final_report_en.pdf.

7 United Nations. “Global Digital Compact,” accessed January 20, 2026, https://www.un.org/global-digital-
compact/en. See Betty N. Wainaina and Fernando Marani, “A New Era In Digital Governance: The Global Digital
Compact's Blueprint For Change,” Center on International Cooperation, New York University, September 18, 2024,
accessed January 20, 2026, https://cic.nyu.edu/resources/a-new-era-in-digital-governance/.

'8 United Nations University, “To Serve Humankind, Al Must Be Shaped by UN Values,” OUR World, January 7, 2025,
accessed January 20, 2026, https://unu.edu/article/serve-humankind-ai-must-be-shaped-un-values.

19 United Nations General Assembly, "Information and communications technologies for sustainable development,"
A/RES/79/194, December 19, 2024, accessed January 20, 2026, https://docs.un.org/en/A/RES/79/194. See also:
Selamawit Engida Abdella, “Emerging African Dialogues on Al and Development,” Global Center on Al
Governance, August 21, 2024, accessed January 20, 2026, https://www.globalcenter.ai/research/emerging-african-
dialogues-on-ai-and-development.

20 Roger Brownsword and Karen Yeung, “Applying International Human Rights Principles for Al Governance,
Centre for International Governance Innovation, 2023, accessed January 20, 2026,
https://www.cigionline.org/publications/applying-international-human-rights-principles-for-ai-governance. See
also: Llorens, Maria Pilar, “Crossing Routes: Artificial Intelligence Governance and Human Rights in Latin America,”
CEBRI-Journal, no. 7 (July-Sept. 2023): accessed January 20, 2026,
https://www.cebri.org/revista/en/artigo/108/crossing-routes-artificial-intelligence-governance-and-human-rights-
in-latin-america.

2 Webpage, “Office for Digital and Emerging Technologies," United Nations, accessed January 20, 2026,
https://www.un.org/digital-emerging-technologies/.

22 United Nations General Assembly, "Independent International Scientific Panel on Artificial Intelligence and
Global Dialogue on Artificial Intelligence Governance,” A/RES/79/325 op. 72, 2025, accessed January 20, 2026,
https://docs.un.org/en/A/RES/79/325.

2 Webpage, “Global Dialogue on Al Governance,” United Nations, accessed January 20, 2026, www.un.org/global-
dialogue-ai-governance/en.

24 Webpage, “Independent International Scientific Panel on Artificial Intelligence,” United Nations, accessed
January 20, 2026, www.un.org/independent-international-scientific-panel-ai/en.

25 World Economic Forum, “The UN’s New Al Governance Bodies Explained — The United Nations Has Moved to
Close the Gap in Al Governance,” Forum Stories, October 3 2025, accessed January 20, 2026,
www.weforum.org/stories/2025/10/un-new-ai-governance-bodies/.

26 Eleonore Fournier-Tombs, “Four Ways the International Scientific Panel on Al Should Approach Al Risk,” The
Global Observatory (International Peace Institute), September 15, 2025, accessed January 20, 2026,
https://theglobalobservatory.org/2025/09/how-international-scientific-panel-on-ai-should-approach-risk/.

27 |sabella Wilkinson, “Can the UN’s New Al Governance Efforts Weather the Al Race?” Chatham House Expert
Comment, September 1, 2025, accessed January 20, 2026, https://www.chathamhouse.org/2025/09/can-uns-new-
ai-governance-efforts-weather-ai-race.

28 Laura Caroli and Matt Mande, “What the UN Global Dialogue on Al Governance Reveals About Global Power
Shifts,” CSIS Critical Questions, October 7 2025, accessed January 20, 2026, https://www.csis.org/analysis/what-un-
global-dialogue-ai-governance-reveals-about-global-power-shifts.

cic.nyu.edu Global Dialogue on Al Governance January 2026 28


http://cic.nyu.edu/
https://www.un.org/en/content/common-agenda-report/
https://www.un.org/en/ai-advisory-body
https://www.un.org/en/ai-advisory-body
https://www.un.org/en/ai-advisory-body
https://www.un.org/sites/un2.un.org/files/governing_ai_for_humanity_final_report_en.pdf
https://www.theregreview.org/2025/08/26/frazier-the-case-for-private-ai-governance/
https://www.un.org/global-digital-compact/en
https://www.un.org/global-digital-compact/en
https://www.un.org/global-digital-compact/en
https://cic.nyu.edu/resources/a-new-era-in-digital-governance/
https://cic.nyu.edu/resources/a-new-era-in-digital-governance/
https://unu.edu/article/serve-humankind-ai-must-be-shaped-un-values
https://docs.un.org/en/A/RES/79/194
https://docs.un.org/en/A/RES/79/194
https://www.globalcenter.ai/research/emerging-african-dialogues-on-ai-and-development
https://www.globalcenter.ai/research/emerging-african-dialogues-on-ai-and-development
https://www.globalcenter.ai/research/emerging-african-dialogues-on-ai-and-development
https://www.cigionline.org/publications/applying-international-human-rights-principles-for-ai-governance.e
https://www.cebri.org/revista/en/artigo/108/crossing-routes-artificial-intelligence-governance-and-human-rights-in-latin-america
https://www.cebri.org/revista/en/artigo/108/crossing-routes-artificial-intelligence-governance-and-human-rights-in-latin-america
https://www.un.org/digital-emerging-technologies/
https://docs.un.org/en/A/RES/79/325
https://docs.un.org/en/A/RES/79/325
https://docs.un.org/en/A/RES/79/325
https://www.un.org/global-dialogue-ai-governance/en
https://www.un.org/global-dialogue-ai-governance/en
https://www.un.org/global-dialogue-ai-governance/en
https://www.un.org/independent-international-scientific-panel-ai/en
https://www.un.org/independent-international-scientific-panel-ai/en
http://www.weforum.org/stories/2025/10/un-new-ai-governance-bodies/
https://theglobalobservatory.org/2025/09/how-international-scientific-panel-on-ai-should-approach-risk/
https://theglobalobservatory.org/2025/09/how-international-scientific-panel-on-ai-should-approach-risk/
https://theglobalobservatory.org/2025/09/how-international-scientific-panel-on-ai-should-approach-risk/
https://www.chathamhouse.org/2025/09/can-uns-new-ai-governance-efforts-weather-ai-race
https://www.chathamhouse.org/2025/09/can-uns-new-ai-governance-efforts-weather-ai-race
https://www.chathamhouse.org/2025/09/can-uns-new-ai-governance-efforts-weather-ai-race
https://www.csis.org/analysis/what-un-global-dialogue-ai-governance-reveals-about-global-power-shifts
https://www.csis.org/analysis/what-un-global-dialogue-ai-governance-reveals-about-global-power-shifts
https://www.csis.org/analysis/what-un-global-dialogue-ai-governance-reveals-about-global-power-shifts

22 Benjamin Cedric Larsen, “The Geopolitics of Al and the Rise of Digital Sovereignty,” Brookings Institution,
December 8, 2022, accessed January 20, 2026, https://www.brookings.edu/articles/the-geopolitics-of-ai-and-the-
rise-of-digital-sovereignty.

30 Nicholas Morieson, “United States, China or Russia: Who writes the moral code for artificial intelligence?” Lowy
Institute The Interpreter, August 5, 2025, accessed January 20, 2026, https://www.lowyinstitute.org/the-
interpreter/united-states-china-or-russia-who-writes-moral-code-artificial-intelligence. See also Matias Samuel
Candia, “The Dispute over the Development of Artificial Intelligence,” Comentarios Estratégicos no. 25 (June 2025):
accessed January 20, 2026, https://cari.org.ar/views/releases/detail/?article_id=616.

31 Given the private sector's operational control over Al systems, model evaluations, and deployment pathways,
technology companies need a seat at the table as active stakeholders, not bystanders offering voluntary disclosure.

32 Jason Hausenloy and Claire Dennis, “Towards a UN Role in Governing Foundation Artificial Intelligence Models,”
United Nations University Centre for Policy Research, September 9, 2023, accessed January 20, 2026,
https://unu.edu/cpr/working-paper/towards-un-role-governing-foundation-artificial-intelligence-models.

33 Huw Roberts, Taddeo Mariarosaria, and Luciano Floridi, “A framework for evaluating global Al governance
initiatives,” SSRN, (July 27, 2025): accessed January 20, 2026, http://dx.doi.org/10.2139/ssrn.5367969.

34 Raluca Csernatoni, “The Al Governance Arms Race: From Summit Pageantry to Progress?” Carnegie Endowment
for International Peace. October 7, 2024, accessed January 20, 2026,
https://carnegieendowment.org/research/2024/10/the-ai-governance-arms-race-from-summit-pageantry-to-
progress?lang=en.

35 Matt Mittelsteadt, “The Safety Risks of the Coming Al Regulatory Patchwork,” Cato at Liberty (Cato Institute
blog), June 24, 2025, accessed January 20, 2026, https://www.cato.org/blog/safety-risks-coming-ai-regulatory-
patchwork.

36 United Nations Framework Convention on Climate Change, “The Paris Agreement,” UNFCCC, accessed January
20, 2026, https://unfccc.int/process-and-meetings/the-paris-agreement. International Organization for Migration
(IOM), "Global compact for safe, orderly and regular migration," accessed January 20, 2026.
https://www.iom.int/global-compact-migration. Webpage, “WHO Pandemic Agreement,” World Health
Organization (WHO), accessed January 20, 2026, https://www.who.int/health-topics/who-pandemic-agreement.

37 Amlan Mohanty, “Why We Need a Global Al Compact,” Carnegie Endowment for International Peace, March 1,
2024, accessed January 20, 2026, https://carnegieendowment.org/posts/2024/03/why-we-need-a-global-ai-
compact?lang=en.

38 Ben Cumming, “Al Experts: Major Al Companies Have Significant Safety Gaps,” Future of Life Institute, February
6, 2025. accessed January 20, 2026, https://futureoflife.org/ai-policy/ai-experts-major-ai-companies-have-
significant-safety-gaps/.

32 Webpage, “EU Al Act: First regulation on artificial intelligence,” European Parliament, accessed January 20, 2026.
https://www.europarl.europa.eu/topics/en/article/20230601STO93804/eu-ai-act-first-regulation-on-artificial-
intelligence.

40 Webpage, "High-level summary of the Al Act,” The EU Artificial Intelligence Act, accessed January 20, 2026.
https://artificialintelligenceact.eu/high-level-summary/.

4T Webpage, "Winning the Al Race: America’s Al Action Plan," Office of the President of the United States, July 23,
2025, accessed January 20, 2026, https://www.ai.gov/action-plan.

42 Joseph Scarfone, “Al Standards Transparency: Decoding the Next Corporate Disclosures Frontier,” Centre for
International Governance Innovation, August 15, 2025, accessed January 20, 2026.
https://www.cigionline.org/publications/ai-standards-transparency-decoding-the-next-corporate-disclosures-

frontier/.

43 Webpage, “Al Risk Management Framework,” National Institute of Standards and Technology, accessed January
20, 2026, https://www.nist.gov/itl/ai-risk-management-framework.

44 United Kingdom Government, “The Bletchley Declaration by Countries Attending the Al Safety Summit, 1-2
November 2023," GOV.UK, updated February, 13 2025, accessed January 20, 2026,

cic.nyu.edu Global Dialogue on Al Governance January 2026 29


http://cic.nyu.edu/
https://www.brookings.edu/articles/the-geopolitics-of-ai-and-the-rise-of-digital-sovereignty/
https://www.brookings.edu/articles/the-geopolitics-of-ai-and-the-rise-of-digital-sovereignty/
https://www.brookings.edu/articles/the-geopolitics-of-ai-and-the-rise-of-digital-sovereignty/
https://www.lowyinstitute.org/the-interpreter/united-states-china-or-russia-who-writes-moral-code-artificial-intelligence
https://www.lowyinstitute.org/the-interpreter/united-states-china-or-russia-who-writes-moral-code-artificial-intelligence
https://cari.org.ar/views/releases/detail/?article_id=616
https://cari.org.ar/views/releases/detail/?article_id=616
https://unu.edu/cpr/working-paper/towards-un-role-governing-foundation-artificial-intelligence-models
https://unu.edu/cpr/working-paper/towards-un-role-governing-foundation-artificial-intelligence-models
https://unu.edu/cpr/working-paper/towards-un-role-governing-foundation-artificial-intelligence-models
http://dx.doi.org/10.2139/ssrn.5367969
https://carnegieendowment.org/research/2024/10/the-ai-governance-arms-race-from-summit-pageantry-to-progress?lang=en
https://carnegieendowment.org/research/2024/10/the-ai-governance-arms-race-from-summit-pageantry-to-progress?lang=en
https://carnegieendowment.org/research/2024/10/the-ai-governance-arms-race-from-summit-pageantry-to-progress?lang=en
https://carnegieendowment.org/research/2024/10/the-ai-governance-arms-race-from-summit-pageantry-to-progress?lang=en
https://www.cato.org/blog/safety-risks-coming-ai-regulatory-patchwork
https://www.cato.org/blog/safety-risks-coming-ai-regulatory-patchwork
https://www.cato.org/blog/safety-risks-coming-ai-regulatory-patchwork
https://unfccc.int/process-and-meetings/the-paris-agreement
https://unfccc.int/process-and-meetings/the-paris-agreement
https://www.iom.int/global-compact-migration
https://www.iom.int/global-compact-migration
https://www.iom.int/global-compact-migration
https://unfccc.int/process-and-meetings/the-paris-agreement
https://www.who.int/health-topics/who-pandemic-agreement
https://www.who.int/health-topics/who-pandemic-agreement
https://carnegieendowment.org/posts/2024/03/why-we-need-a-global-ai-compact?lang=en
https://carnegieendowment.org/posts/2024/03/why-we-need-a-global-ai-compact?lang=en
https://carnegieendowment.org/posts/2024/03/why-we-need-a-global-ai-compact?lang=en
https://futureoflife.org/ai-policy/ai-experts-major-ai-companies-have-significant-safety-gaps/
https://futureoflife.org/ai-policy/ai-experts-major-ai-companies-have-significant-safety-gaps/
https://www.europarl.europa.eu/topics/en/article/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence
https://www.europarl.europa.eu/topics/en/article/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence
https://www.europarl.europa.eu/topics/en/article/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence
https://www.europarl.europa.eu/topics/en/article/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence
https://artificialintelligenceact.eu/high-level-summary/
https://www.ai.gov/action-plan
https://www.ai.gov/action-plan
https://www.cigionline.org/publications/ai-standards-transparency-decoding-the-next-corporate-disclosures-frontier/
https://www.cigionline.org/publications/ai-standards-transparency-decoding-the-next-corporate-disclosures-frontier/
https://www.cigionline.org/publications/ai-standards-transparency-decoding-the-next-corporate-disclosures-frontier/
https://www.cigionline.org/publications/ai-standards-transparency-decoding-the-next-corporate-disclosures-frontier/
https://www.nist.gov/itl/ai-risk-management-framework
https://www.nist.gov/itl/ai-risk-management-framework
https://www.gov.uk/government/publications/ai-safety-summit-2023-the-bletchley-declaration/the-bletchley-declaration-by-countries-attending-the-ai-safety-summit-1-2-november-2023

https://www.gov.uk/government/publications/ai-safety-summit-2023-the-bletchley-declaration/the-bletchley-
declaration-by-countries-attending-the-ai-safety-summit-1-2-november-2023.

4> Webpage, “Independent International Scientific Panel on Artificial Intelligence,” United Nations, accessed
January 20, 2026, https://www.un.org/independent-international-scientific-panel-ai/en.

46 |n September 2023, the OECD published its report “G7 Hiroshima Process on Generative Artificial Intelligence,”
prepared for the 2023 Japanese G7 Presidency and the G7 Digital and Tech Working Group: OECD, “G7 Hiroshima
Process on Generative Artificial Intelligence (Al): Towards a G7 Common Understanding on Generative Al,” OECD,
accessed January 20, 2026, https://doi.org/10.1787/bf3c0c60-en; The G7 Hiroshima Al Process (HAIP) Reporting
Framework was launched subsequently in February 2025 as a voluntary, international framework for organizations
developing advanced Al systems to report on their risk management and governance practices. See: Audrey Plonk,
Karine Perset, Sara Fialho Esposito, “How the G7's New Al Reporting Framework Could Shape the Future of Al
Governance,” OECD, February 7, 2025, accessed January 20, 2026, https://oecd.ai/en/wonk/how-the-g7s-new-ai-
reporting-framework-could-shape-the-future-of-ai-governance; The OECD further published a report in
September 2025 presenting preliminary insights from the initial submissions to the reporting framework: Karine
Perset, Sara Fialho Esposito, “How are Al developers managing risks?: Insights from responses to the reporting
framework of the Hiroshima Al Process Code of Conduct,” OECD Artificial Intelligence Papers 45 (2025): accessed
January 20, 2026, https://doi.org/10.1787/658c2ad6-en.

47 Office of the United Nations High Commissioner for Human Rights (OHCHR); Organization for Security and Co-
operation in Europe (OSCE); Organization of American States (OAS); and African Commission on Human and
Peoples’' Rights (ACHPR), “Joint Declaration on Artificial Intelligence, Freedom of Expression and Media,” October
24,2025, accessed January 20, 2026.
https://www.ohchr.org/sites/default/files/documents/issues/expression/statements/2025-10-24-joint-declaration-
artificial-intelligence.pdf.

48 Webpage, “Artificial Intelligence and Democracy,” UNESCO, May 16 2024, accessed January 20, 2026.
https://www.unesco.org/en/articles/artificial-intelligence-and-democracy.

42 Webpage, “Countering Disinformation,” United Nations, accessed January 20, 2026.
https://www.un.org/en/countering-disinformation.

50 Nathan Edwards, “Al for Justice and Justice for Al: Why Access to Justice Enables Better Al Governance,” NYU
Center on International Cooperation, September 18, 2025, accessed January 20, 2026,
https://cic.nyu.edu/resources/ai-for-justice-and-justice-for-ai-why-access-to-justice-enables-better-ai-governance.

51 Democracy is a core value of the United Nations. See: Webpage, “Global Issues: Democracy,” United Nations,
accessed January 20, 2026, https://www.un.org/en/global-issues/democracy. See also, lason Gabriel, “Artificial
Intelligence, Values, and Alignment,” Minds & Machines 30 (2020): 411-437, accessed January 20, 2026;
https://doi.org/10.1007/s11023-020-09539-2.

52 Daron Acemoglu, “Al's Future Doesn’t Have to Be Dystopian,” Boston Review, 2021. accessed January 20, 2026.
https://www.bostonreview.net/forum/ais-future-doesnt-have-to-be-dystopian/.

53 Office of the United Nations High Commissioner for Human Rights (OHCHR), “Universal Declaration of Human
Rights, Articles 19 & 21,” accessed January 20, 2026, https://www.ohchr.org/en/universal-declaration-of-human-
rights/illustrated-universal-declaration-human-rights#:~:text=Article%2019,regardless%200f%20frontiers.

54 R. Gorwa, R. Binns, and C. Katzenbach, “Algorithmic Content Moderation: Technical and Political Challenges,” Big
Data & Society 7, no. 1(2020), accessed January 20, 2026, https://doi.org/10.1177/2053951719897945.

5 United Nations, “Mind the Al Divide: Shaping a Global Perspective on the Future of Work,” United Nations, 2024,
accessed January 20, 2026, https://www.un.org/digital-emerging-
technologies/sites/www.un.org.techenvoy/files/MindtheAlDivide.pdf; Quirin Schiermeier, “Feeding the Machine:
Seven Links between Al and Inequalities,” LSE Inequalities Blog, October 8, 2024, accessed January 20, 2026,
https://blogs.lse.ac.uk/inequalities/2024/10/08/feeding-the-machine-seven-links-between-ai-and-inequalities.

56 Adam Satariano and Paul Mozur, “The Global A.l. Divide: Where A.l. Data Centers are Located,” New York Times,
accessed January 20, 2026, https://www.nytimes.com/interactive/2025/06/23/technology/ai-computing-global-
divide.html.

cic.nyu.edu Global Dialogue on Al Governance January 2026 30


http://cic.nyu.edu/
https://www.gov.uk/government/publications/ai-safety-summit-2023-the-bletchley-declaration/the-bletchley-declaration-by-countries-attending-the-ai-safety-summit-1-2-november-2023
https://www.gov.uk/government/publications/ai-safety-summit-2023-the-bletchley-declaration/the-bletchley-declaration-by-countries-attending-the-ai-safety-summit-1-2-november-2023
https://www.un.org/independent-international-scientific-panel-ai/en
https://www.un.org/independent-international-scientific-panel-ai/en
https://doi.org/10.1787/bf3c0c60-en
https://doi.org/10.1787/bf3c0c60-en
https://oecd.ai/en/wonk/how-the-g7s-new-ai-reporting-framework-could-shape-the-future-of-ai-governance
https://oecd.ai/en/wonk/how-the-g7s-new-ai-reporting-framework-could-shape-the-future-of-ai-governance
https://oecd.ai/en/wonk/how-the-g7s-new-ai-reporting-framework-could-shape-the-future-of-ai-governance
https://doi.org/10.1787/658c2ad6-en
https://doi.org/10.1787/658c2ad6-en
https://www.ohchr.org/sites/default/files/documents/issues/expression/statements/2025-10-24-joint-declaration-artificial-intelligence.pdf
https://www.ohchr.org/sites/default/files/documents/issues/expression/statements/2025-10-24-joint-declaration-artificial-intelligence.pdf
https://www.ohchr.org/sites/default/files/documents/issues/expression/statements/2025-10-24-joint-declaration-artificial-intelligence.pdf
https://www.ohchr.org/sites/default/files/documents/issues/expression/statements/2025-10-24-joint-declaration-artificial-intelligence.pdf
https://www.unesco.org/en/articles/artificial-intelligence-and-democracy
https://www.unesco.org/en/articles/artificial-intelligence-and-democracy
https://www.unesco.org/en/articles/artificial-intelligence-and-democracy
https://www.un.org/en/countering-disinformation
https://cic.nyu.edu/resources/ai-for-justice-and-justice-for-ai-why-access-to-justice-enables-better-ai-governance
https://www.un.org/en/global-issues/democracy
https://doi.org/10.1007/s11023-020-09539-2
https://doi.org/10.1007/s11023-020-09539-2
https://doi.org/10.1007/s11023-020-09539-2
https://www.bostonreview.net/forum/ais-future-doesnt-have-to-be-dystopian/
https://www.bostonreview.net/forum/ais-future-doesnt-have-to-be-dystopian/
https://www.bostonreview.net/forum/ais-future-doesnt-have-to-be-dystopian/
https://www.ohchr.org/en/universal-declaration-of-human-rights/illustrated-universal-declaration-human-rights#:~:text=Article%2019,regardless%20of%20frontiers
https://www.ohchr.org/en/universal-declaration-of-human-rights/illustrated-universal-declaration-human-rights#:~:text=Article%2019,regardless%20of%20frontiers
https://www.ohchr.org/en/universal-declaration-of-human-rights/illustrated-universal-declaration-human-rights#:~:text=Article%2019,regardless%20of%20frontiers
https://doi.org/10.1177/2053951719897945
https://www.un.org/digital-emerging-technologies/sites/www.un.org.techenvoy/files/MindtheAIDivide.pdf
https://www.un.org/digital-emerging-technologies/sites/www.un.org.techenvoy/files/MindtheAIDivide.pdf
https://www.un.org/digital-emerging-technologies/sites/www.un.org.techenvoy/files/MindtheAIDivide.pdf
https://blogs.lse.ac.uk/inequalities/2024/10/08/feeding-the-machine-seven-links-between-ai-and-inequalities/
https://blogs.lse.ac.uk/inequalities/2024/10/08/feeding-the-machine-seven-links-between-ai-and-inequalities/
https://blogs.lse.ac.uk/inequalities/2024/10/08/feeding-the-machine-seven-links-between-ai-and-inequalities/
https://www.nytimes.com/interactive/2025/06/23/technology/ai-computing-global-divide.html
https://www.nytimes.com/interactive/2025/06/23/technology/ai-computing-global-divide.html

57 Roxanne Heston and Remco Zwetsloot, "Mapping U.S. Multinationals' Global Al R&D Activity,” Center for Security
and Emerging Technology, December 2020, accessed January 20, 2026, https://doi.org/10.51593/20190008. L.
Schmallenbach et al.,, “The global geography of artificial intelligence in life science research,” Nat Commun 15, 7527
(2024): accessed January 20, 2026, https://doi.org/10.1038/s41467-024-51714-x; Jack Gillis, “The Al Divide Between the
Global North and Global South,” World Economic Forum — Forum Stories, January 17, 2023, accessed January 20,
2026, https://www.weforum.org/stories/2023/01/davos23-ai-divide-global-north-global-south/.

58 Emma J Rockall, Marina Mendes Tavares, and Carlo Pizzinelli, "Al Adoption and Inequality,” IMF Working Papers
2025, 068 (2025): accessed January 20, 2026, https://doi.org/10.5089/9798229006828.001. Kate Crawford, Atlas of Al:
Power, Politics, and the Planetary Costs of Artificial Intelligence (New Haven: Yale University Press, 2021), accessed
January 20, 2026, https://doi.org/10.2307/j.ctvighv45t; Article, “Al Literacy and the New Digital Divide: A Global Call
to Action,” United Nations Educational, Scientific and Cultural Organization (UNESCO), September 9, 2024,
accessed January 20, 2026, https://www.unesco.org/en/articles/ai-literacy-and-new-digital-divide-global-call-
action.

53 Cristian Alonso, Siddharth Kothari, Sidra Rehman, "How Artificial Intelligence Could Widen the Gap Between Rich
and Poor Nations,” International Monetary Fund (IMF) Blog, December 2, 2020, accessed January 20, 2026,
https://www.imf.org/en/blogs/articles/2020/12/02/blog-howe-artificial-intelligence-could-widen-the-gap-between-
rich-and-poor-nations. United Nations Industrial Development Organization, “lID Policy Brief 12: Harnessing
Artificial Intelligence for Inclusive and Sustainable Industrial Development,” UNIDO, October 2024. accessed
January 20, 2026, https://www.unido.org/sites/default/files/unido-publications/2024-
10/11ID%20Policy%20Brief%2012_0.pdf. Andreea Zugravu et al., “Using Al in Economic Development: Challenges and
Opportunities,” McKinsey & Company, May 22 2024, accessed January 20, 2026,
https://www.mckinsey.com/industries/public-sector/our-insights/using-ai-in-economic-development-challenges-
and-opportunities.

80 Group of 77 and China, “Statement on behalf of the Group of 77 and China Delivered by the Delegation of the
Republic of Iraqg at the Plenary Meeting of the General Assembly on the Adoption of the Draft Resolution Entitled
‘Terms of Reference and Modalities for the Establishment and Functioning of the Independent International
Scientific Panel on Artificial Intelligence and the Global Dialogue on Artificial Intelligence Governance' (New York,
26 August 2025),” accessed January 20, 2026, https://www.g77.org/statement/getstatement.php?id=250826.

8 United Nations General Assembly, "Enhancing international cooperation on capacity-building of artificial
intelligence,” A/RES/78/311 (July 2024), accessed January 20, 2026, https://docs.un.org/en/A/RES/78/311.

82 French Presidency, “Artificial Intelligence Action Summit (Sommet pour I'Action sur I'Intelligence Artificielle), 10-
February 11, 2025," Elysée.fr, accessed January 20, 2026, https://www.elysee.fr/en/sommet-pour-l-action-sur-I-ia.

83 Webpage, “Global Digital Compact,” United Nations, September 2024, accessed January 20, 2026,
https://www.un.org/global-digital-compact/en.

64 United Nations Conference on Trade and Development (UNCTAD), “Trade and Development Report 2025:
Chapter 5 - Artificial Intelligence and Digital Economy,” UNCTAD, 2025, accessed January 20, 2026,
https://unctad.org/system/files/official-document/tir2025ch5_en.pdf.

8 Some national initiatives, such as France's domestic Al investment fund, illustrate how states are mobilizing
resources, but these remain focused on national ecosystems and do not substitute for multilateral capacity-
building. See Webpage, “Make France an Al Powerhouse,” Elysée Palace, February 11, 2025, accessed January 20,
2026. https://www.elysee.fr/len/femmanuel-macron/2025/02/11/make-france-an-ai-powerhouse.

8 United Nations General Assembly, “Innovative Voluntary Financing Options for Artificial Intelligence Capacity-
Building, Report of the Secretary-General,” A/79/966 (July 2, 2025), accessed January 20, 2026,
https://docs.un.org/en/A/79/966.

87 Han Sheng Chia, “Al at the EU-AU Summit: Seizing Practical Opportunities for the African Continent Today,”
Center for Global Development Blog, November 13, 2025, accessed January 20, 2026,
https://www.cgdev.org/blog/ai-eu-au-summit-seizing-practical-opportunities-for-african-continent.

88 Joy Ouko, “Governing in the Age of Al: Unlocking a New Era of Transformation in Africa,” Tony Blair Institute for
Global Change, 2024, accessed January 20, 2026, https://institute.global/insights/politics-and-
governance/governing-in-the-age-of-ai-unlocking-a-new-era-of-transformation-in-africa.

cic.nyu.edu Global Dialogue on Al Governance January 2026 31


http://cic.nyu.edu/
https://doi.org/10.51593/20190008
https://doi.org/10.51593/20190008
https://doi.org/10.1038/s41467-024-51714-x
https://www.weforum.org/stories/2023/01/davos23-ai-divide-global-north-global-south/
https://doi.org/10.5089/9798229006828.001
https://doi.org/10.5089/9798229006828.001
https://doi.org/10.2307/j.ctv1ghv45t
https://doi.org/10.2307/j.ctv1ghv45t
https://www.unesco.org/en/articles/ai-literacy-and-new-digital-divide-global-call-action
https://www.unesco.org/en/articles/ai-literacy-and-new-digital-divide-global-call-action
https://www.imf.org/en/blogs/articles/2020/12/02/blog-how-artificial-intelligence-could-widen-the-gap-between-rich-and-poor-nations
https://www.imf.org/en/blogs/articles/2020/12/02/blog-how-artificial-intelligence-could-widen-the-gap-between-rich-and-poor-nations
https://www.mckinsey.com/industries/public-sector/our-insights/using-ai-in-economic-development-challenges-and-opportunities
https://www.mckinsey.com/industries/public-sector/our-insights/using-ai-in-economic-development-challenges-and-opportunities
https://www.mckinsey.com/industries/public-sector/our-insights/using-ai-in-economic-development-challenges-and-opportunities
https://www.mckinsey.com/industries/public-sector/our-insights/using-ai-in-economic-development-challenges-and-opportunities
https://www.g77.org/statement/getstatement.php?id=250826
https://www.g77.org/statement/getstatement.php?id=250826
https://docs.un.org/en/A/RES/78/311
https://www.elysee.fr/en/sommet-pour-l-action-sur-l-ia
https://www.un.org/global-digital-compact/en
https://unctad.org/system/files/official-document/tir2025ch5_en.pdf
https://www.elysee.fr/en/emmanuel-macron/2025/02/11/make-france-an-ai-powerhouse
https://docs.un.org/en/A/79/966
https://www.cgdev.org/blog/ai-eu-au-summit-seizing-practical-opportunities-for-african-continent
https://institute.global/insights/politics-and-governance/governing-in-the-age-of-ai-unlocking-a-new-era-of-transformation-in-africa
https://institute.global/insights/politics-and-governance/governing-in-the-age-of-ai-unlocking-a-new-era-of-transformation-in-africa

8 Aubra Anthony, Jane Munga, and Sharmista Appaya, “From the Margins to the Center: Africa’s Role in Shaping Al
Governance,” Governance for Development blog, November 8, 2024, accessed January 20, 2026,
https://blogs.worldbank.org/en/governance/from-the-margins-to-the-center--africa-s-role-in-shaping-ai-gove.

See also Claire Dennis et al., “Options and Motivations for International Al Benefit Sharing,” Centre for the
Governance of Al (GovAl), February 6, 2025, accessed January 20, 2026, https://www.governance.ai/research-
paper/options-and-motivations-for-international-ai-benefit-sharing.

70 OECD/UNESCO, “G7 Toolkit for Artificial Intelligence in the Public Sector,” OECD, 2024, accessed January 20,
2026. https://doi.org/10.1787/421c1244-en; Khura Farooq and Bartosz Jakub Solowiej, “Artificial Intelligence in the
Public Sector: Maximizing Opportunities,” Managing Risks (Vol. 1 of 2) (English). Equitable Growth, Finance and
Institutions Insight, accessed January 20, 2026, http://documents.worldbank.org/curated/en/809611616042736565.

7' Rashida Richardson, Jason M. Schultz, and Kate Crawford, “Dirty Data, Bad Predictions: How Civil Rights
Violations Impact Police Data, Predictive Policing Systems, and Justice,” New York University Law Review Online,
2019), accessed January 20, 2026, https://www.law.nyu.edu/news/ai-now-institute-artificial-Intelligence-dirty-data-
policing.

72 OECD, “Governing with Artificial Intelligence: The State of Play and Way Forward in Core Government Functions,”
OECD, 2025, accessed January 20, 2026, https://doi.org/10.1787/795del42-en.

73 United Nations System Chief Executives Board for Coordination, “United Nations System White Paper on Al
Governance,” United Nations, 2024, accessed January 20, 2026, https://unsceb.org/united-nations-system-white-
paper-ai-governance; See also United Nations System Chief Executives Board for Coordination, "Framework for a
Model Policy on the Responsible Use of Al in UN System,” United Nations," 2024, accessed January 20, 2026,
https://unsceb.org/sites/default/files/2024-
11/Framework%20for%20a%20Model%20Policy%200n%20the%20%20Responsible%20Use%200f%20A1%20in%20UN

%20System.pdf.

74 Joris de Mooij, “UN80’s Unique Opportunity to Harness Al and Reboot the UN,” NYU Center on International
Cooperation, 2025, accessed January 20, 2026, https://cic.nyu.edu/resources/un80s-unigque-opportunity-to-harness-
ai-and-reboot-the-un.

75 Webpage, “Al Principles,” OECD, 2019 (updated), accessed January 20, 2026, https://www.oecd.org/en/topics/sub-
issues/ai-principles.html.

76 Webpage, “Recommendation on the Ethics of Artificial Intelligence,” UNESCO, 2021, accessed January 20, 2026,
https://unesdoc.unesco.org/ark:/48223/pf0000381137.

77 Council of Europe, “Framework Convention on Artificial Intelligence and Human Rights, Democracy and the Rule
of Law. CETS No. 225," Opened for signature September 5, 2024, accessed January 20, 2026,
https://www.coe.int/en/web/artificial-intelligence/the-framework-convention-on-artificial-intelligence.

78 Webpage, “Global Digital Compact,” United Nations, September 2024, accessed January 20, 2026,
https://www.un.org/global-digital-compact/en.

79 Cathy O’Neil, Weapons of Math Destruction: How Big Data Increases Inequality and Threatens Democracy (New
York: Crown Publishing Grou, 2016): https://dl.acm.org/doi/10.5555/3002861. See also Shalini Kantayya, dir. Coded
Bias, Film documentary (USA: 7th Empire Media, 2020).

80 Webpage, “Global Digital Compact,” United Nations, September 2024, accessed January 20, 2026,
https://www.un.org/global-digital-compact/en (see objective 4: “Advance responsible, equitable, and interoperable
data governance approaches”).

81 Organisation for Economic Co-operation and Development (OECD), “Al in Government,” OECD.AI Policy
Observatory, accessed January 20, 2026. https://oecd.ai/en/; See in particular: Organisation for Economic Co-
operation and Development, “OECD Framework for the Classification of Al Systems: OECD Digital Economy Papers
No. 323,” OECD Publishing, 2022, accessed January 20, 2026, https://doi.org/10.1787/cb6d9eca-en.

82 OECD, “Governing with Artificial Intelligence: The State of Play and Way Forward in Core Government Functions,”
OECD Publishing, 2025, https://doi.org/10.1787/795de142-en.

cic.nyu.edu Global Dialogue on Al Governance January 2026 32


http://cic.nyu.edu/
https://blogs.worldbank.org/en/governance/from-the-margins-to-the-center--africa-s-role-in-shaping-ai-gove
https://www.governance.ai/research-paper/options-and-motivations-for-international-ai-benefit-sharing
https://www.governance.ai/research-paper/options-and-motivations-for-international-ai-benefit-sharing
https://doi.org/10.1787/421c1244-en
http://documents.worldbank.org/curated/en/809611616042736565
https://www.law.nyu.edu/news/ai-now-institute-artificial-Intelligence-dirty-data-policing
https://www.law.nyu.edu/news/ai-now-institute-artificial-Intelligence-dirty-data-policing
https://doi.org/10.1787/795de142-en
https://unsceb.org/united-nations-system-white-paper-ai-governance
https://unsceb.org/united-nations-system-white-paper-ai-governance
https://cic.nyu.edu/resources/un80s-unique-opportunity-to-harness-ai-and-reboot-the-un/
https://cic.nyu.edu/resources/un80s-unique-opportunity-to-harness-ai-and-reboot-the-un/
https://www.oecd.org/en/topics/sub-issues/ai-principles.html
https://www.oecd.org/en/topics/sub-issues/ai-principles.html
https://unesdoc.unesco.org/ark:/48223/pf0000381137
https://www.coe.int/en/web/artificial-intelligence/the-framework-convention-on-artificial-intelligence
https://www.un.org/global-digital-compact/en
https://dl.acm.org/doi/10.5555/3002861
https://www.un.org/global-digital-compact/en
https://oecd.ai/en/
https://doi.org/10.1787/cb6d9eca-en
https://doi.org/10.1787/795de142-en

83 World Economic Forum. “Trust in Al Is Emerging as a Key Pillar of Global Governance.” November 1, 2025.
accessed January 20, 2026. https://www.weforum.org/stories/2025/11/trust-ai-global-governance/.

84 Press Release, “OECD and UN Announce Next Steps in Collaboration on Artificial Intelligence,” United Nations
and Organisation for Economic Co-operation and Development (OECD), September 22, 2024, accessed January 20,
2026, https://www.oecd.org/en/about/news/press-releases/2024/09/oecd-and-un-announce-next-steps-in-
collaboration-on-artificial-intelligence.ntml.

85 International Chamber of Commerce, “Harmonised Al Standards to Reduce Fragmented Global Rules,” July 11,
2025, accessed January 20, 2026, https://iccwbo.org/news-publications/policies-reports/harmonised-ai-standards-
to-reduce-fragmented-global-rules.

86 Hpone Thit Htoo, “Beyond the Matrix: Al Governance Gaps in Southeast Asia,” New Perspectives on Asia (blog),
Center for Strategic and International Studies, August 26 2025, https://www.csis.org/blogs/new-perspectives-
asia/beyond-matrix-ai-governance-gaps-southeast-asia.

87 Merve Hickok Keller and Avi Gesser, “The Need for and Pathways to Al Regulatory and Technical Interoperability.”
TechPolicy.Press, April 2, 2024, accessed January 20, 2026, https://techpolicy.press/the-need-for-and-pathways-to-
ai-regulatory-and-technical-interoperability/.

88 Benjamin Faveri, Craig Shank, Richard Whitt, and Philip Dawson, “Closing the Gaps in Al Interoperability,”
TechPolicy.Press, October 15, 2025, accessed January 20, 2026, https://www.techpolicy.press/closing-the-gaps-in-ai-

interoperability/.

89 Carlos Ignacio Gutierrez, “Multilateral Coordination for the Proactive Governance of Artificial Intelligence
Systems,” SSRN, September 25, 2023, accessed January 20, 2026, https://doi.org/10.2139/ssrn.4583536.

2 Luciano Floridi and Mariarosaria Taddeo, “Envisioning a Global Regime-Complex to Govern Artificial Intelligence.”
Carnegie Endowment for International Peace, March 2024, accessed January 20, 2026,
https://carnegieendowment.org/research/2024/03/envisioning-a-global-regime-complex-to-govern-artificial-
intelligence?lang=en.

91 Chan Leem, “Big Frameworks Won't Fix Al's Global Governance Gaps; Small Steps Will Do Better,” Stanford
International Policy Review, September 12, 2024, accessed January 20, 2026, https:/fsi.stanford.edu/sipr/ai-global-
governance.

92 United Nations, “UN Framework Convention on International Tax Cooperation (UNFCITC) - Intergovernmental
Negotiating Committee,” Department of Economic and Social Affairs, Financing for Sustainable Development
Office, accessed January 20, 2026, https://financing.desa.un.org/unfcitc.

9 Organisation for Economic Co-operation and Development, “OECD/G20 Base Erosion and Profit Shifting Project
("Inclusive Framework"),” OECD Publishing, 2025, accessed January 20, 2026,
https://www.oecd.org/en/publications/serials/oecd-g20-base-erosion-and-profit-shifting-project_glg46cef.html.

cic.nyu.edu Global Dialogue on Al Governance January 2026 33


http://cic.nyu.edu/
https://www.weforum.org/stories/2025/11/trust-ai-global-governance/
https://www.oecd.org/en/about/news/press-releases/2024/09/oecd-and-un-announce-next-steps-in-collaboration-on-artificial-intelligence.html
https://www.oecd.org/en/about/news/press-releases/2024/09/oecd-and-un-announce-next-steps-in-collaboration-on-artificial-intelligence.html
https://iccwbo.org/news-publications/policies-reports/harmonised-ai-standards-to-reduce-fragmented-global-rules
https://iccwbo.org/news-publications/policies-reports/harmonised-ai-standards-to-reduce-fragmented-global-rules
https://www.csis.org/blogs/new-perspectives-asia/beyond-matrix-ai-governance-gaps-southeast-asia
https://www.csis.org/blogs/new-perspectives-asia/beyond-matrix-ai-governance-gaps-southeast-asia
https://techpolicy.press/the-need-for-and-pathways-to-ai-regulatory-and-technical-interoperability/
https://techpolicy.press/the-need-for-and-pathways-to-ai-regulatory-and-technical-interoperability/
https://www.techpolicy.press/closing-the-gaps-in-ai-interoperability/
https://www.techpolicy.press/closing-the-gaps-in-ai-interoperability/
https://doi.org/10.2139/ssrn.4583536
https://carnegieendowment.org/research/2024/03/envisioning-a-global-regime-complex-to-govern-artificial-intelligence?lang=en
https://carnegieendowment.org/research/2024/03/envisioning-a-global-regime-complex-to-govern-artificial-intelligence?lang=en
https://fsi.stanford.edu/sipr/ai-global-governance
https://fsi.stanford.edu/sipr/ai-global-governance
https://financing.desa.un.org/unfcitc
https://www.oecd.org/en/publications/serials/oecd-g20-base-erosion-and-profit-shifting-project_g1g46cef.html

